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Abstract— This paper proposes an approach to formulate the 

multiple-period ramping capability of dispatchable generation 

resources and evaluates the impact of this service on the 

generation scheduling in day-ahead electricity market. It is 

discussed that the multiple-period ramping enhances the load 

following capability of dispatchable generation resources and 

improves the dispatchability of renewable energy resources in 

power systems. The presented approach encompasses the 

uncertainties in the operation scheduling of power systems, using 

scenario based stochastic security-constrained unit commitment 

(SCUC). The presented case studies also highlight the merits of 

integrating energy storage facilities to reduce the ramping 

services provided by dispatchable generation resources with 

respective costs. 

 
Index Terms: day-ahead market, energy storage, load 

following, stochastic security constrained unit commitment. 

NOMENCLATURE 

Variables and Indices: 

,b o     Index of bus 

,
s
k tE    Available energy in energy storage 

,
(.),

s
t

FRD
  Elastic ramping down service 

,
(.),

s
t

FRU
   Elastic ramping up service  

,c jF    Energy production cost function 

,

s

l tf      Power flow of the line 

g      Index of resources 

j      Index of a thermal unit 

k      Index of energy storage facility 

,j tI     Unit status indicator, 1 means on and 0 means off 

, , , ,,s s
dc k t c k tI I  Indicator of discharging and charging modes 

     Index of transmission line 

(.),

s

tP   Generation dispatch of a dispatchable unit  
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 Inelastic ramping down/up service  

, ,
,

d s
b t

RD


  Served ramping down requirement of demand  

, ,
,

d s
b t

RU


 Served ramping up requirement of demand 

     Index of scenario 

,j tSD    Shutdown cost of a unit 

,j tSU    Startup cost of a unit 

(.),
(.),

s
t

S    Slack variable 

     Hour index 

    Index of wind unit 

,s s
t tW v    Value of the objective function for sub-problem  

, ,,j t j ty z   Startup, shutdown indicator of a unit 

,
s
b t    Bus voltage angle 

, , , , ,

, , , , ,

     

     
 Lagrange multipliers 

      Index for ramping up/down process  

Constants: 

     Set of units connected to bus b 

,j jcru crd
 

  Ramping up, ramping down cost 

jelast
     Elasticity of ramping service of a unit 

min max,k kE E   Minimum/maximum energy stored 

, ,,f b t bL L   Set of transmission lines start from/end at bus b 

NB  Total number of buses 

NG  Total number of units 

NK  Total number of energy storage facilities  
NL  Total number of transmission lines  

NM Total number ramping processes 

NS Total number scenarios 

NT Total number of hours under study 

NW Total number of wind generation units 
min max,j jP P   Minimum/maximum generating capacity 

, ,
s
f w tP     Forecasted wind generation dispatch 

,

,
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b tP    Demand on bus b 
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min max
(.), (.),,k kP P   Minimum/maximum discharging and charging 

capacity  
max

lf     Maximum capacity of transmission line 
,max

jRD


   Maximum ramping down service 

,max
jRU


  Maximum ramping up service 

, ,
,

D s
b t

RD


   Ramping down requirement of demand 

, ,
,

D s
b t

RU


   Ramping up requirement of demand 

,
s
j tUG     Outage indicator, 1 if available, 0 otherwise 

, ,j j j  
   

Coefficients for generation cost function 

,b ox     Inductive reactance of transmission line 
D
b      Value of lost load 

b
      Value of unserved ramping requirement 

s       Probability of scenario s 

       Ramping time span 

I. INTRODUCTION 

N power networks with renewable energy sources (RES), 

the net demand is determined as the total demand minus the 

total RES generation. Some research efforts have been made 

to address the net demand following services with 

considerable penetration of RES [1]-[5]. The integration of 

larger amount of RES increases the required ramping and load 

following services in the electricity networks. The impacts of 

such ramping services on the thermal generation scheduling in 

the deregulated environment were addressed in [6]-[15]. In 

[6], it was shown that the power networks with higher 

penetration of RES require higher ramping services, which are 

provided by dispatchable generation units in the network. In 

[7], the impact of ramping costs on the generation scheduling 

of the thermal units was evaluated considering the hourly time 

spans for ramping processes. In [8], an approach to 

incorporate the ramping costs in the strategic self-dispatching 

of a generation company (GENCO) was presented, where the 

impact of the strategic selection of ramping process on the 

payoff of the generator was discussed. The selected ramping 

process imposed ramping cost as a result of excursion of the 

dispatch beyond the elastic range; however, neither the effect 

of ramping processes on the generation scheduling nor the 

capability of providing multiple ramping services by a 

generation unit was addressed in [8]. 

Maintaining sufficient ramping capacity is crucial to net 

demand following services in the real-time power system 

operation. Failure to do so may result in loss of load and real-

time scarcity events. Recent research has highlighted the 

importance of ramping capabilities in the power system 

operation. In [9], the ramping limit of generation unit was 

presented as a function of generation dispatch of the unit, 

which was further approximated by a piecewise linear 

function. The impact of ramping cost on the day-ahead 

scheduling was studied in our previous work [10], where a 

single-period ramping process for the generation resources 

was proposed without consideration of any uncertainty in 

power system operation. The effects of integrating RES on the 

ramping cost of the thermal generation units were addressed in 

[11]. It was stated that the energy storage facilities reduce the 

variability of wind generation as well as the ramping costs 

associated with the wind variability. Dynamic modeling of 

cycling cost including the ramping services in [12] mitigates 

the wear and tear of generators and consequently reduces the 

operation cost of the system. The impact of the ramping cost 

on economic dispatch with high penetration of renewable 

energy resources is addressed in [13]. Here, the economic 

benefits of ramping services for customers and generators 

were captured in the proposed market settlement. The ramping 

cost varies with the generation technology as a result of 

thermal and mechanical stresses [14]. In [15], a framework 

was proposed to charge the market participants who increase 

the net demand fluctuation in the network and implementing 

this framework eventually led to the flexibility and ramping 

cost reduction in the network. A systematic framework for 

characterizing the net demand volatility to evaluate the day-

ahead flexibility requirements of power system was addressed 

in [16]. The flexibility requirement for an operational planning 

framework is procured by introducing the flexibility envelopes 

that capture the potential intra-hour variability and uncertainty 

of net demand in power systems [17]. It is concluded that 

determining the flexibility requirements would decrease the 

load curtailment in the power networks with volatile 

renewable energy resources. Such flexibility requirements are 

served using single period ramping services supplied by 

dispatchable generation units. 

Several advanced optimization approaches including 

scenario-based stochastic optimization, robust optimization, 

and interval optimization are employed to manage the 

increasing uncertainty of demand and renewable energy 

resources in the power system operation. The improved 

interval unit commitment (IIUC) is proposed in [18] to capture 

the ramping requirement in worst scenarios. In [19], the 

economic dispatch is formulated as a robust optimization 

problem to determine the required ramping capacity to 

compensate for the uncertainties in the net demand.  

In this paper, the ramping processes for generation units are 

presented in multiple time spans. The GENCOs submit bids 

for offering ramping services in certain ramping time spans, 

based on which the independent system operator (ISO) clears 

the day-ahead market and ensures the adequacy of the 

generation resources to supply the net demand. The salient 

feature of the proposed multi-period ramping processes is that 

it could provide additional ramping flexibility for ISOs to 

balance the generation and load beyond the regulation 

response time. It is then embedded in the scenario-based 

stochastic security-constrained unit commitment (S-SCUC) 

approach, to encompass various uncertainties in the power 

systems operation. Case studies are conducted in a 6-bus 

system and an IEEE 118-bus system, where the benefit of 

integrating the multi-period ramping process is clearly shown.  

The proposed approach of scheduling the multi-period 

I 
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Fig. 2. Generation dispatch profile with respective ramping services 

G
e
n

er
a
ti

o
n

 D
is

p
a
tc

h
  

(M
W

)

Time (Hour)

1

1tP

tP 1tP

t - 2 t -1 t t +1 t + 2

4

2
3

1

4

1

1

t

t

R
U

R
U





 2

1
t

RD


2tP

2

3

1

1

t

t

R
D

R
D






1
1tRU 

ramping services in response to the uncertainty of the load and 

variable generation can be seamlessly integrated into the day-

ahead market or utility operations, where thermal generating 

units are allowed to ramp up/down during the first and last few 

minutes of an hourly time interval. The contributions of this 

paper are highlighted as follows: 

- Novel multi-period ramping services of the generation 

units are formulated in stochastic day-ahead SCUC, 

taking into account the forecast errors of demand and 

wind generation, and random outage of the system 

components. 

- The effect of multiple-period ramping services on the 

dispatchability of the renewable energy resources and 

reduction of inelastic ramping costs are presented. 

- The impact of renewable generation on multiple-period 

ramping requirements of power system is analyzed. 

- The impact of storage facilities on the generation dispatch 

profile and the ramping requirements served by 

dispatchable generation resources are evaluated. 

The rest of the paper is organized as follows. The multiple-

time ramping processes are presented in Section II. The day-

ahead market operation with multiple-period ramping 

processes is formulated in Section III. The numerical results 

are presented and analyzed in Section IV and the conclusions 

are drawn in Section V. 

II. MULTIPLE-PERIOD RAMPING PROCESSES  

The variation in the dispatch of thermal generation unit 

increases the stress on the rotor shaft and escalates the rotor 

fatigue. Traditionally, ramping constraints were imposed as 

the limitation on dispatch changes in consecutive time periods, 

where the ramping excursion should be within the determined 

elastic range (ER) with no associated cost [21]-[25]. However, 

this may constrain the committed generating resources from 

providing additional ramping services, which in turn 

commits/dispatches more expensive units to follow the fast-

varying net demand [8], [20].  

The negative impact of ramping on the thermal unit’s 

lifetime could be captured by introducing the ramping cost in 

the generation scheduling problem [7]. The ramping cost is 

incurred when the variations in the generation dispatch fall 

beyond the determined ER, which are further characterized by 

the realized ramping rates and ramping times (usually in 

minutes). As shown in Fig. 1, the ER is increased with the 

increase in ramping time and the ramping cost for a generator 

increases as the ramping time decreases. The ramping service 

could exceed the ER as long as a proper incentive is in place 

for compensating its adverse impacts on the unit’s lifetime. 

This will increase the operational flexibility of power systems 

and efficiently avoid ramping capacity shortages and short-

term scarcity events.  

    In power system operation, the total ramping services 

provided by dispatchable units should be no less than the total 

ramping requirement of the net demand. In order to meet this 

requirement, ramping services are modeled here at different 

ramping times to serve the demand with diverse ramping 

requirements. Fig. 2 shows the generation dispatch profile 

with multiple-period ramping services for four consecutive 

periods. The generation dispatch profile provides multiple 

ramping services with corresponding ramping times. In Fig. 2, 

the ramping up (RU) services at 1t   are 1
1tRU  and 4

1tRU  with 

ramping times 1 (60-min) and 4 (15-min), respectively. The 

ramping service during 4 is the algebraic sum of 1
1tRU  and

4
1tRU  . Here, the ramping down (RD) services at 1t  are 2

1tRD 

and 3
1tRD  with ramping times 2 (30-min) and 3 (20-min), 

respectively. Therefore, the generator provides both 15-min 

and 60-min RU services at 1t   to reach its scheduled dispatch.  

It is worth mentioning that the time period for the load 

following service is on the minute timescale. The proposed 

approach is not intended to address very large disruptions in 

power balance, which usually occurs in case of a generator 

outage, and/or sudden abruption in renewable energy 

resources or demand. The sudden disturbance in supply and 

demand balance is managed by deploying the operating 

reserves, such as non-spinning and replacement reserves. In 

contrast, the proposed approach addresses the response of the 

supply under smaller variations and uncertainties, and 

determines the ramping capability in dispatchable resources to 

ensure the adequacy in the system. Here, ramping curtailment 

shows an unsuccessful load following practice, which leads to 

demand curtailment as a result of the mismatch between the 

provided ramping services and the required ramping 

capacities. The presented framework for multiple-period 

ramping services can be extended to the real-time operation 

with “flexiramp” product [26]-[28]. The “flexiramp” service is 

 
Fig. 1. Ramping costs for multiple period ramping processes 
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introduced to reduce the computation burden associated with 

stochastic programming framework for capturing the 

uncertainties in real-time operation. 

III. PROBLEM FORMULATION 

The proposed formulation is a mixed-integer programming 

(MIP) problem, and the proposed approach to solve this 

problem leverages Benders decomposition technique as shown 

in Fig. 3. The proposed stochastic multiple-period ramping 

process can be included in any existing day-ahead market 

clearing process and solved by any prevailing solution 

method, e.g., Branch and Bound, Benders Decomposition 

(BD), Progressive Hedging (PH), and Lagrangian Relaxation 

(LR), etc. Here, Benders decomposition technique is utilized 

to solve the proposed MIP problem [29]-[31]. The problem is 

decomposed into a master problem and multiple sub-problems 

for each time step and scenario. As shown in Fig. 3, in the first 

sub-problem, the demand and supply balance at each time step 

is evaluated considering the limitations on the transmission 

lines and dc power flow constraints. The second sub-problem 

determines the balance between the RU and RD services and 

requirements. Here, the master problem presents the unit 

commitment and economic dispatch in power system. Two 

sub-problems evaluate the demand/supply balance in inner 

loop and ramping up/down balance in outer loop as shown in 

Fig. 3.  

Feasibility cuts are generated and sent back to the master 

problem in case the solution of the master problem cannot 

satisfy the transmission line capacity constraints and dc power 

flow constrains. The solution of the master problem will be 

updated in the next iteration until no violation exists in the 

first sub-problem (inner loop). At this stage, the solution is 

passed to the second sub-problem to check for the demand and 

generation ramping balance. Similarly, if any violation exists, 

feasibility cuts are added to the master problem and the 

solution of the master problem is updated until there are no 

violations in the first and second sub-problems (outer loop). 

The mathematical formulations for the master problem and 

sub-problems are presented in this section. 

A. Unit Commitment and Economic Dispatch Master 

Problem 

The master problem is formulated as a MIP problem shown 

in (1) – (23). The objective function, which is shown in (1), is 

the total operation cost of the system including the operation 

cost of the generators, as well as the penalty for the demand 

curtailment. The first term in the objective function represents 

the operation cost as well as the startup and shutdown costs of 

the generators. The second two terms represent the RU and 

RD costs of the generators, respectively. The last term is the 

penalty associated with the hourly demand curtailment and the 

deficiencies in providing the ramping requirement by the 

generation resources. In this formulation, the curtailed demand 

and the curtailed ramping requirements have respective 

penalty values. Since ramping curtailment also contributes to 

the demand curtailment, the ramping curtailment penalty 

could be determined from the demand curtailment penalty. 

Here, the demand curtailment as a result of deficiency in 

ramping capability of the generation resources is differentiated 

from the demand curtailment caused by the deficiency in the 

generation dispatch. The ramping curtailment penalty is 

expected to be lower than the demand curtailment penalty. 

The objective function is subjected to several generation unit 

and network constraints as shown in (2)-(23). 

The quadratic cost function of each unit for supplying 

energy is shown in (2). The constraints on the dispatch of each 

generator are shown in (3). The startup and shutdown costs of 

the generators as well as the minimum on-time and minimum 

off-time of the generation units are considered in this 

formulation [30]. The elastic and inelastic RU constraints for 

each RU process are shown in (4) and (5), respectively. Here, 

M is a large constant number. As shown in these constraints, 

the RU service is divided into free elastic ramping service, and 

inelastic RU service, which is associated with the respective 

costs. The free RU service is limited by the ER if the unit is 

neither starting up/shutting down nor is on outage. Similar 

formulations for RD services are shown in (6) and (7). In (8), 

the relationship between ramping processes and the generation 

dispatch is shown.  
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Fig. 3. The flow chart of the proposed solution framework 
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min max
, , ,

s
j j t j t j j tP I P P I                     (3) 

, ,max
, ,,0 . (1 )

s s
j t j tj t j jFRU RU elast M UG y

  
         (4) 

, ,max
,0 (1 )

s
j t j jRU RU elast
  

             (5) 

, ,max
, ,,0 . (1 )

s s
j t j tj t j jFRD RD elast M UG z

  
         (6) 

, ,max
,0 (1 )

s
j t j jRD RD elast
  

              (7) 

, , , ,

, , , , , , 1

1

( ) ( )
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s s s s s s
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, , 1 , ,j t j t j t j tI I y z                  (22) 

, , 1j t j ty z                     (23)  

In (9), the relationship between the served ramping 

requirement and the served demand is shown. Similar 

formulation is applied for wind generation with respective 

index. The maximum and minimum limitations on the served 

demand and the dispatched wind generation are given in (10) 

and (11), respectively. The dispatch of the energy storage 

facility is shown in (12). The charging dispatch of the energy 

storage unit is limited by (13). Similar constraint is applied to 

the discharging dispatch. The charging and discharging states 

of the energy storage unit is mutually exclusive which is 

shown in (14). The relationship between the RU and RD 

services and the dispatch of the energy storage unit in 

charging and discharging states are shown in (15)-(17). The 

limits on the energy stored in the energy storage facility are 

imposed by (18). The hourly stored energy in the energy 

storage unit is shown in (19). Constraint (20) indicates that the 

generation units will reach the minimum dispatch before 

shutting down. Similar formulation is applied to the startup 

process. The served demand is less than or equal to the total 

demand considering the respective ramping requirements as 

shown in (21). The relationship between startup and shutdown 

indicators and commitment status indicator is given in (22). 

As shown in (23), the startup and shutdown states of a unit are 

mutually exclusive. 

B. Network Evaluation Sub-problem 

In this sub-problem, the balance between the generation and 

demand at each bus is evaluated considering the dc power 

flow constraints and transmission line limits. The problem 

formulation is shown in (24)-(29). In network evaluation sub-

problem, the commitment and dispatch procured from the 

master problem are used to form a linear programming (LP) 

problem, to check network security constraints. The objective 

given in (24) is to minimize nodal violations in supply and 

demand. The power balance at each node is shown in (25) 

considering the possible mismatches between the generation 

and demand. The power transmitted by the transmission line is 

dependent on the difference in bus voltage angles and the 

inductive reactance of the transmission line as shown in (26). 

The limits on the transmitted power through the transmission 

line are shown in (27). Here, (.)
(.)

P̂ is the procured generation 

dispatch and the served demand in the master problem, and 
(.)

(.)  and 
(.)

(.)  are the Lagrange multipliers for constrains (28) 

and (29), respectively. If the value of (24) is higher than 

specified tolerance, the current solution from master problem 

violates the generation and demand balance and feasibility 

cuts (30) are formed and added to the master problem. The 

master problem is solved again with the new constraints and 

this iterative process continues until there is no violation in 

this sub-problem. The solution is then passed to the next sub-

problem (i.e. ramping balance sub-problem) describe in the 

next section. 

 1, 2,

, ,

NB
s s s

t b t b t

b

Min v S S                 (24) 

, ,

1, 2,
, , , , ,

,
, ,,
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j B w B k B

d s s s
l t l tb t
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             (26) 

max
,
s
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g b

v P P P P      
         (30) 

 

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSTE.2016.2570218

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

6 

A. Ramping Balance Sub-problem 

In this sub-problem, the balance between the generation and 

demand ramping is evaluated using (31)-(43). The dispatch 

vector procured from the master problem is utilized to check 

the generation and demand ramping balance. The problem is 

formulated as LP problem with the objective given in (31). 

The objective is to minimize the mismatch in RU and RD of 

the generation and demand subjected to respective RU and RD 

constraints. The RU and RD balances between the generation 

and demand are shown in (32) and (33) respectively, 

considering the introduced mismatches. The total ramping 

service provided by generators, wind generation and energy 

storage unit is equal to the ramping required by the demand. 

Here (.)
(.)

P̂ , (.)
(.)

R̂U , (.)
(.)

ˆFRU , (.)
(.)

R̂D , and (.)
(.)

ˆFRD  are the procured 

generation dispatch and RU and RD services from the master 

problem. In addition, 
,
,
s

g t
 , 

,
,

s
j t
 , ,

,
s

g t
 , ,

,
s

j t
 , ,

, ,

s

dc k t

 , ,

, ,

s

c k t

 , 

,

, ,

s

dc k t

 , ,

, ,

s

c k t

 , 
,

,

s

b t

 , and ,

,

s

b t

  are the Lagrange multipliers of 

the constraints (34) – (43) respectively. If the value of (31) is 

higher than a specified tolerance, the current solution from 

master problem violates the generation and demand ramping 

balance. Thus, feasibility cuts (44) are formed and added to 

the master problem. This iterative process continues until no 

violation exists in this sub-problem. 

 , , , ,

1, 2, 3, 4,

NM
s s s s s

t t t t tMin w S S S S   



             (31) 
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IV. CASE STUDY 

A. Scenario generation and reduction 

In this paper, Monte Carlo simulation is used to generate 

3,000 scenarios considering the uncertainty in the demand, the 

outage of the transmission lines and generation units as well as 

the availability of the renewable energy resources. Truncated 

normal distribution function is employed to determine the 

forecast error of the demand, where the mean value is the 

forecasted demand and the standard deviation is certain 

percentage of the mean values [32], [33]. Here, the standard 

deviation of 5% of the mean value.  

In this paper, ARMA (1,1) is used for capturing 

uncertainties in the wind speed time series. Wind speed time 

series is simulated using the Weibull distribution function, 

auto correlation factor and diurnal pattern by forming the 

transition probability matrices [34]. Further details on 

generating the wind speed time series using the probability 

transition matrix is described in [35]. The alternate method 

was to use a historical data of wind speed time series and 

present the uncertainties in wind speed time series using 

ARMA (1,1) [36], which is further validated in [37]. Several 

papers addressed the forecast error in wind power generation 

[38]-[46] using Gaussian distribution [40], β-distribution [41], 

Weibull distribution [42], γ-distribution [43], Cauchy 

distribution [44], and Levy α-stable distribution [45]. The 

accuracy of wind speed forecast error for Auto-Regressive 

(AR), Moving-Average (MA), and ARMA are compared in 

[38]-[39]. While MA is simpler to implement, ARMA is 

recommended as a more accurate and reliable tool in these 

papers. 

Since the auto correlation factor (ACF) and partial 

autocorrelation factor (PACF) of the wind speed time series 

decrease dramatically as the time lag increases, the wind speed 

forecast error is represented by a lower order ARMA (1,1) as 

shown in (45). In this paper, it is assumed that the ARMA 

constants are 0.98   and 0.7   , and ( )Z t  follows a 

Gaussian distribution function with a standard deviation equal 

to 10% of the wind speed forecast. The ramping requirement 

corresponds to each ramping time is calculated based on the 

demand and renewable generation profiles. Here, the ramping 

times are determined in base case, and the ramping 

requirements correspond to each ramping time will change in 

each scenario based on the forecast errors. 

( ) ( 1) ( 1) ( )X t X t Z t Z t             (45) 

To address the outage of generation and transmission units, 

the outage replacement rate (ORR) is used [32]. The 

probability of failure follows the exponential probability 

distribution and it is assumed that once an outage occurs, the 

corresponding component remains unavailable for the rest of 

the operation period. Hence, the probability of outage is a 

function of the failure rate (  ) and the lead time ( t ), as given 

in (46). Since 1t  for a day-ahead operation problem, the 

probability of outage for each component is represented by 

(47) which is referred to as the ORR of the component. Here, 

the failure rates for the generation units and transmission lines 

are 2.8 f/yr ( 0.000319  ) and 1.2 f/yr ( 0.000136  ) 

respectively.  
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    1 tP Outage e            (46) 

 ORR P Outage t          (47) 

Several scenario reduction techniques including fast 

backward, fast backward /forward and fast 

backward/backward were presented to reduce the number of 

effective scenarios by merging the scenarios with similar 

metrics. The forward method provides better accuracy at the 

cost of high computation time when the number of preserved 

scenarios is small. Fast backward method has less computation 

time with less accuracy for large scenario trees. The fast 

backward/forward method improves the speed and accuracy of 

scenario reduction compared to forward and backward 

methods. Hence, this technique is utilized to procure five and 

twelve distinct scenarios for IEEE 118-bus power system and 

sample 6-bus power system, respectively [47], [48]. In this 

approach, the scenarios with closer measures are clustered to 

form a new scenario with the probability equal to the sum of 

the probability of all clustered scenarios. The wind generation, 

and demand data are normalized to construct a set of data in 

scenario tree. 

 In this case study, the deterministic case is the scenario with 

highest probability. Capturing larger number of scenarios will 

increase the computation burden, which requires more 

processing and memory resources. Such cases with larger 

number of scenarios may be solved utilizing parallel 

processing using multiple CPU cores. 

B. 6-bus Power System 

In this section, a 6-bus power system that is composed of 

three thermal generation units and one wind unit is considered. 

The characteristics of the transmission line and the thermal 

generation units are shown in Tables I and II, respectively. 

The generation units G1, G2, and G3, are connected to buses 

1, 2, and 6 respectively. The wind generation is connected to 

bus 3 and the loads are served on buses 3, 4, 5, and 6. The 

wind generation (W1) capacity is 75 MW and the penetration 

level of wind generation is 22.13%. The RU limits for G1, G2, 

and G3 are 60 MW/h, 40 MW/h, and 20 MW/h, respectively. 

The RD limits for G1, G2, and G3 are, respectively, 50 MW/h, 

40 MW/h, and 10 MW/h. The elasticity of ramping service for 

G1, G2, and G3 are assumed 40%, 40%, and 30%, 

respectively. It is assumed that there is no ramping limit and 

no ramping cost for the energy storage unit at bus 3 and the 

minimum and maximum energy stored is 10 MWh and 200 

MWh, respectively. The minimum and maximum charging 

and discharging dispatch of the energy storage unit is 0 MW 

and 80 MW, respectively. 

TABLE I 
TRANSMISSION LINE CHARACTERISTICS 

Line 

ID 

From 

Bus 

To 

Bus 

Impedance 

(p.u.) 

Maximum 
Power Flow 

(MW) 

1 1 2 0.170 100 
2 1 4 0.258 105 

3 2 4 0.197 163 

4 5 6 0.140 100 
5 3 6 0.018 76 

6 2 3 0.037 102 

7 4 5 0.037 105 

 

TABLE II 

THERMAL UNIT CHARACTERISTICS 

Unit a ($/ 

MW2h) 
b ($/ 

MWh) 
c  

($/ 

h) 

Pmin
 (MW)

 Pmax
 (MW)

 SU 

($) 

SD 

($) 

Min. 

on 

(h) 

Min. 

off 

(h) 

G1 0.099 6.589 211.43 100 320 100 50 4 3 

G2 0.203 7.629 217.43 10 160 200 40 3 2 

G3 0.494 10.07 102.86 10 100 80 10 1 1 

Here, the penalty for load curtailment is 1000 $/MWh, 

while the penalty for ramping curtailments are calculated as 

500 $/MW/h, 875 $/MW/h, 944 $/MW/h, and 968 $/MW/h for 

60-min, 30-min, 20-min, and 15-min ramping services, 

respectively. The following cases were considered: 

 Case 1: Single-period ramping services without storage 

unit 

 Case 2: Multiple-period ramping services without 

storage unit  

 Case 3: Multiple-period ramping services with storage 

unit  

In each case, the deterministic solution represents the 

operation schedule in the base case, which is the most 

probable scenario rather than the expected values of all 

scenarios. This is because the expected values may not fully 

capture the volatility in wind speed/wind generation. That is, 

taking the expected value of the wind speed as the base case 

will flatten the hourly wind speed profile, as the weighted 

mean of all scenarios would certainly have less volatility than 

the most probable scenario does. This, in turn, would lead to 

less ramping requirements and possibly cause more flexibility 

scarcity events in extreme conditions. Similarly, the stochastic 

solution represents the operation schedule in multiple 

scenarios with corresponding probabilities. 

The mean daily wind speed is 10 m/s, which follows 

Weibull probability distribution function with Weibull 

coefficient equal to 2.1. The autocorrelation factor for 5-

minute lag is 0.989 considering the 1-hour lag autocorrelation 

factor as 0.88. The autocorrelation parameter for a lag of k

intra-hour time steps is given by  1
k

kr r where 1r is the 

hourly correlation factor, 60k t , and t is the length of the 

intra-hour time step in minutes. The hour of peak wind speed 

is 15:00, and the diurnal pattern strength is 0.21. The problem 

is solved by CPLEX 12.6 on a windows machine with 3.2 

GHz Core i5 processor and 8GB memory. 

1) Case 1: Single-period ramping services without storage 

unit  

In this case, the single-period ramping capability of the 

thermal generation units is extended beyond the ER limit to 

follow the demand fluctuations, while the wind generation is 

considered as curtailable generation resource in the network. 

a) Deterministic solution 

The operation cost in this case is $139,424. The units G1 

and G2 were committed 24 hours and unit G3 is committed at 

hours 1-3, 5, 6, 9, 17-20, and 24. In this case, unit G3 is 

committed at hour 9 to provide RU service at this hour and 

RD service at hour 10. The operation cost represents the 

operation cost of the units as well as the cost of the load 

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSTE.2016.2570218

Copyright (c) 2016 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 

 

8 

curtailment. The single-period inelastic ramping costs for G1-

G3 are respectively $1,593.5, $212.5, and $0. If the provided 

ramping service was restricted to ER, the operation cost would 

increase to $212,195 Thus, $1,806 is paid to the units to 

compensate for inelastic ramping services and to save $70,965 

in operation cost. In order to illustrate the impact of load 

following services on the operation schedule, the demand 

profile on bus 3 at hours 5 to 7 is compared to the served 

demand in Fig. 4. The dispatched wind generation to provide 

ramping services is compared to the available wind energy at 

hours 5 to 7 in Fig. 5. The following observations are 

presented: 

- The single-period ramping of the generation units will result 

in the curtailment in the required ramping of the demand. At 

hour 7, G2 served the 26.95 MW/h RD requirement of the 

demand on bus 4, and W1 served 20-min RD requirement of 

the demand on bus 5 by decreasing the dispatched wind from 

42.34 MW to 6.4 MW. The generation units failed to follow 

the load in this case because of the limitation in providing 

multiple-period ramping. As shown in Fig. 4, to serve the 

107.80 MW/h 15-min RD requirement on bus 3 at hour 7 (DF 

in Fig. 4), G1 provided 50 MW/h, and G3 provided 40 MW/h 

elastic and inelastic RD services from 6:45 to 7:00. Thus, 

17.80 MW/h of 15-min RD requirement at bus 3 is curtailed at 

hour 7, which is 0.55 MWh energy curtailment at this hour 

(DEF in Fig. 4). In this case, G2 is capable of providing (40-

26.95=13.05 MW/h) more inelastic RD services, and W1 is 

capable of providing (6.4-0=6.4 MW/h) RD services, if they 

were able to provide multiple-period ramping services. 

- The limitations imposed by ramping requirement of the 

demand will limit the hourly dispatch and ramping services 

provided by generation units and will lead to demand or 

ramping curtailment in consecutive hours. Here, as G1 and G3 

are required to provide large 15-min RD services at hour 7, 

they fail to follow the demand at hours 6 and 7 as a result of 

the limitations on their RD services. At hour 7, G1 provides 

the maximum 50 MW/h RD service and G3 provides 40 

MW/h RD service. As the dispatch of G1 at 7:00 is 117.49 

MW, the hourly dispatch cannot exceed 129.99 MW at 6:00. 

Similarly, the dispatch of G3 cannot exceed 10 MW as the 

unit is de-committed in the next hour imposed by (25). Hence 

G1 and G3 cannot provide any RU services at hour 6, and the 

demand curtailed at bus 3 at 6:00-6:45 as a result of 

limitations on the generation dispatch of G1 and G3, is 3.33 

MWh (BCDE in Fig. 4). The generation dispatch of G2 and 

W1 at 7:00 is 64.46 MW and 42.34 MW, respectively. Here, 

G2 serves the RD requirement of the demand on bus 5, and 

W1 serves the RD requirement of the demand on bus 4. 

At hour 6, G2 and W1 served the RU requirements of the 

demand at buses 5 and 4 respectively. As shown in Fig 4, the 

demand on bus 3 is 71.05 MW at hour 5, and the time span for 

RU is 30-min to reach 75.37 MW at hour 6. However, the 

served demand at this hour is 70.92 MW and the provided 60-

min RD service is 0.131 MW/h. The provided dispatch at hour 

7 limits the hourly dispatch at 6:00 (70.92 MW), which further 

increases the energy curtailment in 5:30-6:00 to 1.14 MWh 

(ABC in Fig. 4).  

- The wind curtailment provides flexibility to serve the 

ramping requirements of the demand in the network. In Fig. 5, 

the areas ABC and CEHD present respectively 0.36 MWh and 

7.95 MWh of the curtailed wind generation during hours 6 and 

7. The total wind curtailment in this case is 121.33 MWh and 

the total ramping curtailment is 27.1 MW/h. 

 Once the wind generation is non-dispatchable, the total 

demand and ramping curtailments for multiple ramping 

processes are increased to 42.46 MWh and 187.052 MW/h, 

respectively and the operation cost is increased to 

$432,318.636. In this case, the inelastic ramping costs for G1-

G3 are respectively increased to $9,532, $5,359, and $122. 

 

 

b) Stochastic Solution 

In this case, the total expected operation cost is $140,683. 

Here, G1, G2, G3 are committed for the 24 hours. The 

expected wind curtailment is 249 MWh, which is more than 

double of that in the deterministic solution. The expected 

demand curtailment and the ramping curtailment in this case 

are 3.223 MWh and 86.568 MW/h, respectively. The expected 

cost of inelastic ramping for G1-G3 is $1,990, $873, and $181, 

respectively. As shown in this case, the uncertainties in the 

operation period increased the expected operation cost, wind 

curtailment, and ramping costs as well as the commitments of 

the generation units.  

2) Case 2: Multiple-period ramping services without storage 

unit  

In this case, there is no storage facility in the network and 

the thermal generation units will follow the demand 

fluctuations by providing multiple-period ramping services. 

a) Deterministic solution 

The operation cost is $105,714 and G1 and G2 are 

committed for 24 hours. However, G3 is committed at hours 5, 

 
Fig. 4. The demand curve of bus 3 during hours 6 and 7 in Case 1 

 
Fig. 5. Available and dispatched wind generation at hours 6 and 7 

in Cases 1 and 2 
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6, 10, and 17-20. Hence G3 is committed for fewer hours 

compared to Case 1, as the multiple-period ramping services 

of the less expensive units serve the ramping requirements of 

the demand. The inelastic ramping costs for G1-G3 are $80, 

$186, and $0, respectively. In this case, the multiple-period 

ramping capability decreased the operation and ramping costs 

of the system respectively. The ramping costs of G1 and G2 in 

this case are respectively 95% and 12% lower than those in 

Case1. 

The multiple-period ramping enhances the wind generation 

dispatchability and the load following capability of the 

generation units, compared to Case 1. In this case, the ramping 

curtailments correspond to all ramping times are zero and the 

wind curtailment is 103.72 MWh which is decreased by 14.5% 

compared to Case 1. Here, the areas ABC and CEFGD in 

Figure 5, present respectively 0.36 MWh and 7.90 MWh of 

the curtailed wind generation at hours 6 and 7. 

At hour 6, G1 and W1 provide respectively 0.315 MW/h 

and 12.645 MW/h of 20-min elastic RU services to serve the 

12.96 MW/h RU requirement on bus 4, while G2 and W1 

provide 20 MW/h and 0.16 MW/h, 30-min elastic RU service 

to serve 8.64 MW/h and 11.52 MW/h RU requirement on 

buses 3 and 5, respectively. Comparing to Case 1, the ramping 

and dispatch curtailment on bus 3 is reduced from 8.64 MW/h 

and 4.45 MW to 0 MW/h and 0 MW in Case 2. 

At hour 7, the wind energy curtailment provides 107.806 

MW/h 15-min RD service to serve the 15-min RD requirement 

at bus 3. The multiple-period ramping capability allows W1 to 

provide 46.16 MW/h of 20-min RD capability in addition to 

15.64 MW/h, 16 MW/h, and 30 MW/h of elastic 20-min RD 

services provided by G1, G2, and G3 respectively. The total 

20-min RD service serves the 20-min RD requirement of 

107.806 MW/h at bus 5. Here, G1 and G2 provide 3.998 

MW/h and 18.593 MW/h of inelastic 60-min RD services and 

G1 provides 4.36 MW/h elastic RD service to serve the RD 

requirement of demand at bus 4. The multiple-period ramping 

capability enables W1 to serve the RD requirements of bus 5 

by curtailing 46.29 MW at 7:00. 

Once the wind generation is non-dispatchable, the operation 

cost is increased to $321,405 with 47.73 MWh of demand 

curtailment, and 124.59 MW/h of ramping curtailment for 

multiple ramping processes. In this case, the inelastic ramping 

costs for G1-G3 are respectively increased to $7,410, $3,273, 

and $479. Thus, thermal units provide larger multiple-period 

ramping services to follow the ramping requirements of the 

demand and the non-dispatchable wind energy. 

b) Stochastic Solution 

In this case, the expected operation cost is $115,319 and all 

three unit are committed for 24 hours. The expected wind 

curtailment is 188.85 MWh, which is 24.1% lower than that in 

Case 1, and 45.1% higher than that in the deterministic 

solution. The expected demand curtailment and the ramping 

curtailment in this case are reduced to 0.139 MWh and 17.89 

MW/h respectively compared to Case 1. The expected cost of 

inelastic ramping for G1-G3 are $404, $794, and $45, 

respectively, which are decreased by 79.7%, 9.04%, and 

75.1%, compared to Case 1. 

Fig. 6 shows how the value of the objective function in 

master problem changes over iterations. It is seen that adding 

feasibility cuts to the master problem will lead to an increase 

in the objective value at each iteration. After 43 iterations in 

the outer loop, the objectives in both sub-problems are zero, 

suggesting the convergence of the BD. The objectives of the 

first sub-problem at the first iteration in outer loop is given in 

Table III. Here, after 4 iterations in inner loop, the objective of 

the first sub-problem becomes zero, while the objective of the 

second sub-problem is equal to 2223.57. Once the feasibility 

cut of the second sub-problem is added to the master problem 

at the second iteration of outer loop, the objective of the first 

sub-problem is 2.40. Thus, a feasibility cut is added to the 

master problem that makes the objective of the first sub-

problem equal to zero at the second iteration of inner loop. 

The objective of the second sub-problem is 1427.83 at this 

stage, and the associated feasibility cut is added to the master 

problem. In the third iteration of the outer loop, the objective 

of first sub-problem in the first iteration of inner loop is 13.02, 

which becomes zero in the second iteration by adding 

feasibility cuts to the master problem. At this stage, the 

objective of the second sub-problem decreases to 936.62 as 

shown in Fig. 6. Here, the impact of adding feasibility cuts on 

the value of objective in the master problem is illustrated. By 

adding the feasibility cuts, the objectives in the first and 

second sub-problems, which represent the demand/supply 

mismatches in dispatch and ramping, converge to zero.  

 
Figure 6. The objective function in master problem ($) and mismatch in sub-
problem 2 (MW/h) 

TABLE III 

OBJECTIVES IN MASTER PROBLEM AND SUB-PROBLEM 1 IN THE FIRST 

ITERATION OF OUTER LOOP 

Iterations Sub-problem 1 [MW] Master problem [$] 

1 5057.25 0 
2 8.92 107,790 

3 0.184 108,200 

4 0 108,280 

 

3) Case 3: Multiple-period ramping services with storage 

unit 

In this case, the energy storage unit is coordinated with the 

generation facilities and the thermal generation units will 

provide multiple-period ramping services. 

a) Deterministic solution 

The operation cost is $99,429, which is lower compared to 

Cases 1 and 2. In this case, G1 and G2 are committed for 24 
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hours while G3 is committed at hours 4-6, 8, 9, 10-15, 23 and 

24. The inelastic ramping costs of G1 and G3 are zero, i.e. G1 

and G3 will remain in their ER and the inelastic ramping cost 

of G2 is $64. The ramping curtailments correspond to all 

ramping times are zero. 

To serve the ramping requirement of the demand at hour 6, 

the storage unit and W1 provide respectively 11.57 MW/h and 

8.59 MW/h of 30-min RU services, while the multiple-period 

ramping capability enables the storage unit to serve 12.96 

MW/h RU requirement of the demand on bus 4 for 20 

minutes. To serve RD requirement at hour 7, G1, G2 and 

storage unit provide respectively 2.73 MW/h, 6.32 MW/h, and 

98.75 MW/h 20-min RD services, while the storage unit 

provides 43.8 MW/h 15-minutes RD services in addition to 64 

MW/h 15-min RD service provided by G3 to serve the RD 

requirement at bus 3. 

The state of the storage unit is changed from discharging at 

hour 6 to charging at hour 7. The storage unit requires 10.59 

MW/h of 60-min, 19.36 MW/h of 30-min, and 24 MW/h of 

20-min RU service in charging state which are served by 3.95 

MW/h of 60-min RU service provided by W1, 24 MW/h of 

20-min RU service provided by G1, 0.64 MW/h of 60-min and 

19.36 MW/h of 30-min elastic RU service provided by G2, 

and 6 MW/h of 60-min RU service provided by G3. Here, the 

multiple-period ramping capability improves the load 

following services provided by the generation units. For 

instance, the storage unit withdraws 6 MW/h of 60-min RU 

provided by G3, so G3 could provide 64 MW/h of 15-min RD 

service. Once the storage unit does not compensate the RU 

and multiple-period ramping service of G3; G3 would only 

provide 40 MW/h of 15-min RD service. The motivation to 

increase the commitment of G3 in this case is to provide 

ramping services in such conditions. 

  The storage unit also withdraws 3.95 MW/h of 60-min RU 

service provided by the wind generation from 6:00 to 7:00, 

and the total wind curtailment in this case is zero. Hence 

coordinating storage facilities and generation units with 

multiple-period ramping capability enhances the wind 

generation dispatchability and improves the load following 

services in the network. 

b) Stochastic Solution 

In this case, the expected operation cost is $105,223, which 

is lower than those in Cases 1 and 2. The total expected 

ramping curtailment is zero. All units are committed for 24 

hours except for G3, which is de-committed at hour 7. The 

expected wind curtailment is 47.65 MWh, which is 80.8% and 

74.65% lower than those in Cases 1 and 2, respectively. The 

expected cost of inelastic ramping for G1-G3 is $52, $167, 

and $0.593, respectively. In this case, the expected ramping 

costs are decreased by 97.4%, 80.8%, and 99.6%, respectively 

compared to Case 1. 

C. IEEE 118-bus Power System 

In this case, the modified IEEE-118 bus system is used to 

show the effectiveness of the proposed approach in addressing 

the multiple-period ramping capabilities of the generation 

units. The presented network consists of 118 buses, 186 lines, 

54 thermal units, and 5 energy storage facilities. There are 5 

wind generation units that are installed at buses 8, 30, 38, 49, 

and 65. The capacity of each wind units is 150 MW. The 

characteristics of the wind speed profile are given in Table IV. 

The system peak demand is 3,526 MW. The installed wind 

generation is 21.2% of the system peak demand. Three cases 

similar to the presented cases for 6-bus power system are 

considered in this case study. In table V, the operation cost 

and wind energy curtailment are given for stochastic and 

deterministic solutions in Cases 1-3. The wind curtailment in 

deterministic solution of Cases 2 and 3 are lower than those in 

Case 1. Similar to the previous case study, the operation cost 

in deterministic solution in Case 3 is lower than those in Cases 

1 and 2, which highlights the merit of multiple-period ramping 

services and storage facilities to provide load following 

services. The outcomes in this case are consistent with the 

results of the previous case (6-bus power system). The 

operation cost of the deterministic solution in Case 2 is lower 

than that in Case 1. Here, the operation cost in Case 2 is 

reduced by 1.01% from that in Case 1. The expected operation 

cost for stochastic solution in Case 3 is 9.32% lower than that 

in Case 2. This indicates that the storage unit also contributes 

to enhancing the economic performance of the modified IEEE 

118-bus system by providing multiple-period ramping 

services. In addition, the wind curtailment is decreased by 

98.1% in the stochastic solution of Case 3 compared to that in 

Case 1. Thus, multiple-period ramping processes and energy 

storage enhance the dispatchability of the volatile wind 

generation with uncertainties.  

In the MIP-based stochastic solution of Case 2, the total 

numbers of binary variables, continuous variables, and the 

constraints are 5142, 849150, and 726579, respectively. 

However, when using the BD, the total numbers of them in the 

master problem are 5142, 617500, and 359474, respectively, 

with 101381 continuous variables and 138841 constraints in 

the first sub-problem, and 223761 continuous variables and 

222721 constraints in the second sub-problem. If there is 

mismatch in each sub-problem, only 120 constraints will be 

added to the master problem in the next iteration. Hence, the 

number of variables and constraints in each solution is smaller 

when using BD to solve the proposed problem.  

The uncertainties in multiple-period ramping processes 

could be addressed using the interval based or robust 

optimization techniques [18], [19]. The robust optimization 

addresses the worst scenarios for ramping requirements 

including high ramping rates at short ramping times, which 

requires fast response units with higher ramping costs to 

follow the net demand pattern. The proposed multiple-period 

ramping formulation could also be used for IIUC [18]. The 

interval based optimization technique captures the worst 

system conditions by limited number of scenarios. In this case, 

IIUC provide a more conservative solution compared to 

scenario based stochastic solution. While the process burden 

for handling the uncertainties are much lower compared to 

scenario based optimization problem, the simulation outcomes 

are very much dependent on the determined scenarios. 
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TABLE IV 

WIND SPEED PROFILE AT SITES 

 Site 1 Site  2 Site 3 Site 4 Site 5 

 Weibull Coefficient 1.17 2.03 2.19 2.9 2.26 

Auto Correlation Factor 0.761 0.943 0.957 0.88 0.925 

 Diurnal Wind Pattern 0.11 0.0944 0.0969 0.0196 0.0668 

Hour of Peak wind speed 24 14 13 20 22 

TABLE V 

RESULTS FOR 118-BUS NETWORK 

 Case1 Case 2 Case 3 

 Operation Cost ($)  653,118 646,493 586,385 

Wind Curtailment (MWh) 1,590.7 1,417.6 0.0 

 Exp. Operation Cost ($) 694,241 683,777 619,981 

Exp. Wind Curtailment (MWh) 2347 1,639.2 46.5 

V. CONCLUSION 

In this paper, multiple-period ramping services in the 

generation units with the elastic and inelastic ramping 

capabilities are presented. The multiple-period ramping 

capability along with the integration of energy storage 

facilities are proposed to serve the ramping requirements 

imposed by the net demand. An approach based on the 

Benders decomposition technique is presented to procure the 

multiple-period ramping services in power systems. It is 

shown that the multiple-period ramping services of the 

dispatchable units will increase the dispatchability of the 

renewable energy resources and reduce the demand 

curtailment. Moreover, the integration of energy storage 

facilities decreases the wind curtailment and improves the 

ramping capability of dispatchable generation units. The 

elastic and inelastic ramping services of the units are defined 

with associated ramping costs for inelastic ramping service. 

The proposed methodology is extended to address the 

deterministic and stochastic solutions.  
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